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Matt Lacuesta
¥ OMattLacuesta

One of the folks on our SEO team (9
months into their career) was inspired by
& | to
scrap G's paas and is learning python to
pull some cool info. We're all excited
about their progress and they just sent
over some initial visuals coming from it.
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What does your path from data to
implementation look like?



T0 do better, we must think differently






The Photonic Fence uses lasers to neutralize mosquitos
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Machine Learning will free us up
to do more strategic work.




How ML works

"
BERT 101 &

N

SEO Applications

Simple ML framework




If Machine Learning Was a car
data would be the fuel.

.
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flower_photos

daisy dandelion LICENSE.txt Linda Pumpkin roses sunflowers
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I M Y G E N E T 14,197,122 mages. 21841 syneens indered
e

Explore Dowrdoad Challenges Publcations Updates About

ImageNet is an image database organed according % the WordNet hvararchy (currently only the nouns)
n which aach node of the eararchy s depiciad by hundreds and thousands of iImages. Currently we have
an average of aver five hundred images par node. We hopea IimagaNeat will become a usaful resourcs for
researchears, educators, students and all of you who share our passon 1o¢ piclures

Ciick here to leam more about ImageNet, Click here 10 join the imageNet mailing kst

What 00 thaso images have in common 7 Find out!

Research updates an improving ImageNet data

veryty Princeton Universty  sLo0ont leamage-net 00 SOPyright rfrvngeement



prediction: sleeping bag

probability: 0.24296988546848297

p 4

codelabs.developers.google.com



https://codelabs.developers.google.com/




bit.ly/rand-b

SEARCHLOVE

searchlove y
salves from 2016 vs. 2018:

google dobinn dow the wid and move a mountain
you you you you and me could calm a war down
you you you you and me could make it rain now
you you you and me could stop this love drought

and rub up and feel up on ya

give you some time to prove that i can trust ya again

i’'m google’s ownership of search has been remarkably stablet in funds,
but of much smaller amove you like i love you

step down, they don’t love you like i love you

can't you see there’s no other man above you

@BritneyMuller



\y *
What is Machine Learning?

!

—

851 Machine Learning is a subset of Al that
"% 'combines statistics & programming
=— {0 give computers the ability to 'learn’
without explicitly being programmed.






Select all squares with
street signs
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ML doesn't solve well for
soft/people skills:

For example, teachers, nurses,
childcare
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GOOGLE REMOVES PRONOUNS FROM

GMAIL 'SMART COMPOSE' FEATURE

AFTERTHEY ARE ACCIDENTALLY




Driverless cars ‘more likely to run
over black people’




Gender and racial bias found in Amazon's facial
recognltlon technology (agam)

('v
"

search shows that Amazon's tech has a harder time identifying gender in darker
skinned and female faces




Machine Learning will free us up
to do more strategic work.
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BERT 101 &
SEO Applications

Simple ML framework
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Named entity recogmtlon ‘g }

% Classification

7 = e
 —— D a

......

.......
o ® * v =,
o ..

Sentence disambiguation

D

e

Summarization '

(
- ‘ i e, Machine translation

Sentiment Analysis B Question and answering



BERT combines and
outperforms 10+ of the
common NLP tools




BERT combines and
outperforms 10+ of the
common NLP tools

A pre-trained BERT model can be
finetuned with just one additional output
layer to create a SOTA model for wide
range tasks such as guestion answering.

Sound familiar??




Natural Questions --- Data

We like question answering as a testbed because
e Questions can be arbitrarily complex
o require world knowledge
O require reasoning about events
o Task is relatively easy to evaluate

This example requires us to know that disabling
telephony implies that you cannot make a call.

1 Google N

Question: Can you make and receive calls in airplane
mode?

Airplane mode, aeroplane mode, flight mode, offiine
mode, or standalone mode is a setting avadable on
many smartphones, portable computers, and other
electronic devices that, when activated, suspends
radio-frequency signal transmission by the device,
thereby disabling Bluetooth, telephony. and Wi-FiL
GPS may or may not be disabled. because it does not
involve transmitting radio waves.

—

Answer: No <




Google books




GLUE results (General Language Understanding Evaluation),

gluebenchmark.com

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE |Average
“ 392k 363k 108k 67k 8.5k 57k 35k 25k -

Pre-OpenAl SOTA 80.6/80.1 661 823 932 350 810 860 61.7| 740
BILSTM+ELMo+Atin ~ 764/76.1 648 799 904 360 733 849 568| 710
OpenAl GPT 82.1/81.4 703 88.1 913 454 800 823 560 752
BERT sk 84.6/834 712 90.1 935 520 858 889 664 796
BERT} ARGE 86.7/85.9 721 9L1 949 605 865 893 70.1

Table 1: GLUE Test results, scored by the GLUE evaluation server.

f

large improvements over state of the art (SOTA) on wide variety of language tasks

MOZ
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What BERT can't do

What BERT is not: Lessons from a new suite of psycholinguistic
diagnostics for language models

Allyson Ettinger
Department of Linguistics
University of Chicago
aettinger@uchicago.edu

Abstract

Pre-training by language modeling has be-
come a popular and successful approach to
NLP tasks, but we have yet to understand
exactly what linguastic capacities these pre-
training processes confer upon models. In
this paper we introduce a suite of diagnos-
tics drawn from human language experi-
ments, which allow us to ask targeted ques-
tions about information used by language
models for generating predactions in con-
text. As a case study, we apply these diag-
nostics 1o the popular BERT model, finding
that it can generally distinguish good from
bad completions ievolving shared category
or role reversal, albeit with less sensitivity
than humans, and it robustly retneves noun

controlled to ask targeted gquestions about linguis-
tic capabilities, and they are designed to ask these
questions by examining word predictions in con-
text, which allows us to study LMs without any
need for task-specific fine-tuning.

Beyond these advantages, our diagnostics dis-
tinguish themselves from existing tests for LMs
in two primary ways. First, these tests have been
chosen s

sensitivit

paerns 1 Context Match

Mismatch

guistices A robinis a bird

syntactic A robin is not a bird
we have

tree
tree

infm. SCIMANIUC TOICS Aand CYCIR KNOWICUET,



Last login: Fri Oct 25 12:01:43 on ttuvcfOBn
[CIMRW3DQH3QK:~ britneymuller$ pip install pytorch-pretrained-bert
DEPRECATION: Python 2.7 will reach the end of its life on January 1lst, 2020. Ple
ase upgrade your Python as Python 2.7 won't be maintained after that date. A fut
ure version of pip will drop support for Python 2.7.
Collecting pytorch-pretrained-bert

Downloading https://files.pythonhosted.org/packages/4c/a7/278bbec96c9a735849%¢eb
f5786fcbeebc8cd46abllcd4472fef77cf2db9fal/pytorch_pretrained _bert-0.6.2-py2-none-
any.whl (106kB)

100% | [N, | 11048 5 9MB/s

Collecting torch>=0.4.1 (from pytorch-pretrained-bert)

Downloading https://files.pythonhosted.org/packages/b5/d4/c1860f4836f11c137f08
edf740270384681cBc8094350fc87a2641cb793b/torch-1.3.8.post2-cp27-none-macosx_10_7
_x86_64.whl (71.1MB)

100% | | 71 1MB 264kB/s
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On-page SEO for NLP

Tracdtiony an-pege SEQ guidance is 50 tarpet & premary phrass, its noar-related Serms, and its longtal verisrts by
USINg them in the teax and pacng them in SIrategc Iocations on the page (Lo, Utie, headings, early in content,
theouGhout content] Howewer, wrizing for Natural Language Processing, of NLP, requites sOme adaitional steps and
CONMCIN At IO,

MaraQing on-page SEO for Coogie's NLP capabittios 1oguines a DEc understanding of the imaations of its passer
ard the inteligence behing the logic In practical terrms, this i techncal SED for contert understanding. Wnting for
NLP requires clear, structured wrinng and an understanaing of word relationships

Brief Introduction to NLP

The are rmany aspects to Natural Language Processng. but we only noed 3 basc understandng of its core
COMPONens 10 do our Job well a5 SECS In sho, NLP is the process of Darsing thiough tesr, establishing
fOLLCrRNhIDS DOLWEer WOrth, UNCRrSlANA NG the Meaning of thoss words, and derming o griater Lndentanding of
words I8 brefly go through the maor companents and vocab you's need

Major Components of Natural Language Processing



ow- ML works
BER-- IQI ;&1

SEO Applications

Simple ML framework




ML applications for SEO
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Uncover the ONE keyword/topm
with the highest ROI potential

(rolling analysis)
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Monthly Volume SERP Features

Volume Distribution (Low - High) Loaen moee about SERP features
Learn more about Volume Score
II Vri .‘.:. I - I.l‘-
= - - E w 5
.....-—-——-— —————— l. -— ._-— .—-;—-
Difficulty | Organic CTR ' Priority |
Learn more about Difficulty Score Learn more about Organic CTR Score Learn more about Priority Score
. . i
2140 4140  41-B0 81100 3!40 4140 4180 B1-100 2140 4140  41-80 81100
Volume SERP Feature Dithoulty Drganic CTR My Score
any v vy . sy e *v . *y v
Priority SERP Age Country

any - ary v vy ,. Reset fiters
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‘ Lenson 2: Using Data 1o Provide insight 1o Cliests & Teams | Power DI Basics for Digital Marketers

Lesson 2.5 Getting the Data 10 Tedl & Story & Work for YOU | Power B Basics for Digital Marketers

‘ Lesson 3 Looking at your Competitors using Big Deta | Power 8 Basics for Dvgtal Marketers

E. Lesson 4: Mow LONG &5 the Long Tall? | Power Bt Rasics for Digital Marketers
nm-mmmmaw
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FACETS
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pair-code.qithub.lo/facets



https://pair-code.github.io/facets/
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Navigate via rolling business & market data
F ‘ 5




DATA DRIVEN GROWTH WITH PYTHON

Predicting Sales

Forecasting the monthly sales with LSTM

Banig Karaman | Follow |
Jun9 - 8 min read »

&
A~ 4

This series of articles was designed to explain how to use Python in a

simplistic way to fuel your company’s growth by applying the predictive

‘":\‘."‘:‘i.?,‘Ily‘!]‘,‘(‘.., .._...‘_ITl " ..‘..!".'-. .‘."..,.‘;.'YY:W':".‘I‘"."‘.",'I__.i“".'.'.'.ﬁ".'.""



2. Machines are best equipped to make trading

decisions in the short and medium term

‘Machines have the ability to quickly analyze news feeds and tweets, process
earnings statements, scrape websites, and trade on these instantaneously.’

J.PMorgan

Asset Management

MOZ Source: news.efinancialcareers.com/ca-en/285249/machine-learning-and-big-data-j-p-morgan



https://news.efinancialcareers.com/ca-en/285249/machine-learning-and-big-data-j-p-morgan

Sparkloro

) My audience frequently talksabout ¥  cro

YouTube Channels Followed & Subscribed-To

Google Analytics

Weilcome to the official channel for Coogle ‘
Analytics, where you'll find videos and
. product tips for Anahtics, Data Studio,

Optirmize, Surveys, and Tag

HubSpot

HubSpot is a leading growth platform with

w thousands of customers arcund the world S
Comprised of Marketing Hub, Sales Hub,

Service Mub, and » powerful

10% of this audience subscribe to these 4 channels

Moz

Moz Marketing Anafytics Software for SEQ,
Unks, Social, and Brand - A Vibrant Online
Marketing Community - Resources for
Learming Inbound Marketing

Search Engine Land

Search Engine Land Is a rmust read hub foe
news and information about search engine
marketing, optimization and how search
engines such as Google. Yaho.




Sparkloro

My audience frequently talksabout ¥  cro

JOURNAL

Podcasts Followed, Listened, & Subscribed-To

13% of this audience follows these 4 podcasts

The Search Engine Journal Show
Search Engine Nerds = a brweekly show
put on by Search Engine Journal Search
Engme Journal (SE)} covers the marketing
industry, focusing on SEO, P

Behind the Numbers: eMarketer
Podcast

“Behind the Numbers” i a freewheeling
daily COMNMSAton about digaal meda and
marketing, and how digital is transforming
business—and ovan life

See Al 54 Pod

casts They Follow

SEO 101 on WebmasterRadiofm

SEO Y01 is Search Engine Optimization
from the very beginning. SEO 101 will teach
you SEO from Sguare one. Hosts Ross
Dunn of Stepforth Web Marketing

Marketing Over Coffee Marketing
Podcast

Matketing ovar Coffes is & waakly
dscussion of what's new in marketing wah
John Wall and Crvistophar PennMarkating
over coffee is & weekly discussio




Sparkloro

) My audience frequently talks about ¥  cro

Audience Insights

21.2% are concentrated in these 2 geographies

e New York
 Creater Boston Area

See All 35 Geographies

Frequently used hashtags in shares and
content

#marketing . 13%
#seo [ %
#digitalmarketing [JJj 8.6%
#socialmedia . 7.8%
#contentmarketing . 6.3%
#business l 57%
#newprofilepic ' 56%
#startup l 5.2%
#ecommerce ' 4.9%
#google l 4. 7%

0% 100%

Show More




Add deep Insights to your current processes




= frase :

* The Al Layer for your Content ®

Try Frase foc Free e



Extend the Power
of Tableau with
Wordsmith

Automatically generate easy-to-understand, written
analysis using natural language generation within
your Tableau dashboards.




Credit Risk Overview

Outstanding Loans
Wordsmith for Tableauw

o New York had the most total
outstanding loans (5$913,187),
while Delaware had the mass
loans that have been outstanding
foe over 90 days (582 801).

o The average loan was overdue by
48 days, with Maine owning the
lowest average (45 .4 days) and
Flotida claaming the highest (51.7
days)

o Total loans that were overdue
from 30 - 60 days had the largest
percentage of the total amount of

D e At ]

1
oans 0 mil 32.9%).
bt Sy States Overdue | Loans by Sector
Rogion &  State T Secter
fant Nww York E—— o I
S —
L3 New Janey [ mastas R
T i —
Vessacrusers [N ! Tecrroigy [
Vanytara [ . oM v w W
vere (N oo
Setaware -
RS —
ﬂ: & Yt ahVEr M 8 W0




Automatic 301 Redirects

Iibrary imp orts searchwilderness.com/mozcon-2019

In [2): import pandas as pd
import csv
import time
import requests
import re
from goosel import Goose
import spacy
nlp = spacy.load('en _core web 1lg')

User inputs

In [3): domalin = "dakessianlaw.com”
sf crawl = "Ci/Users/paul.Shapiro/Desktop/live-website-source.cs
v*
csv_output = "C:/Users/paul.Shapiro/Desktop/30l-redirect-matchin

g.csv”

Paul Shapiro

Evivant hictaria 11D1] o fram Warvkhanlk Masrhina

Auto301Redirects.ipynb hosted with @ by GitHub view raw


https://searchwilderness.com/mozcon-2019/




Faces Objects Labels

ALL lare Welcome!
You don't want to miss it!
THE BEST CREW

Seattie-SEO-Beers jpeg




Request Response

( “type”: "LEFT_EYE_BOTTOM_BOUN

“requests”: | DARY"
“features”: | {

( "position”: |
"maxResults”: 50, "x": 651.6989,

“type” : "LANDMARK_DETECTION® “y": 435.73477,

P 27 1.7427447
“‘maxResults”: 58, "type”: "LEFT_EYE_LEFT_CORNE
“type": “FACE_DETECTION" R"

"maxResults”: 50, "position”:
“type”: "OBJECY_LOCALIZATION® “x": 658.44446

! "y" i 436.48486,

{ 2% -9.66775113
‘maxResuylts”: 59 .

“type": "LOGO_DETECTION" “type”: "LEFT_EYE_PUPIL"

*"maxResulre”* 54 "anesrinant .



MonkeyLearn b 4

Select model

v Choose a model...

NPS SaaS Feedback Classifier
Urgency Detection

Outbound Sales Response Classifier
Business Classifier

Profanity & Abuse Detection
Language Classifier

Airlines Sentiment

Events Classifier

HackerNews Classifier

= oo+ a ™ © MonkeyLearn

@lonathanAufray Jonathan Aufray = 11 of the Most Effective #5£0 Tools You Need to Know About: - ¢ Positive Hotel Aspect
Shonmahimawari  AMUEDY BRZE~(-7 - 2 ) FERBLBITELN I EAEL Neutral i
Bsspencer Stephan Spencer One of the advantages of #DigitalMarketing is having detailed # Positive ;‘r‘;‘xzts:::t'i'::;t

Red Wi n Red Website Design #° 10 Wonderful Blog Posts for a First-Class Marketing Strategy Neutral Restaurant Sentiment

Roles Industry Classifier

@Startup Nerd The Startup Nerd 11 of the Most Effective #5£0 Tools You Need to Know About: - ¢ Positive ; Z
E-commerce Support Ticket Classifier
25Startup Nerd The Startup Nerd 11 of the Most Effective #SEO Tools You Need to Know About: - ¢ Positive News Classifier
x Retail Classifier
@Startup Nerd The Startup Nerd 11 of the Most Effective #SEO Tools You Need to Know About: - ¢ Positive Role Position Classifier
[ rick Barry Schwartz ICYMI: Check out my interview with @dr_pete of @Moz about M Positive Role Seniority Classifier
Startup News Events Classifier
Srustybrick Barry Schwartz Check out my interview with @dr_pete of @Moz about Mozcast, Positive Startup News Industry Classifier
Topic Classifier
Keyword Extractor
Boilerplate Extractor
Company Extractor
MOZ Date and Time Extractor

Email Cleaner & Last Reply Extractor 7



Waterproof Backpack Reviews ) (=]
Fle Edit View Insert Format Data Tools Addons Help Accessibility Al changes saved in Drive

- o~ 8% P

product s

A

,productild

BOOX6SPS14
BOOTIKWSQO
BOONOLLSSA
BOOUBBKIGE
BO120RIWUK
BO120RWUK
BOOY7RU2ZX
BOOLTFZTUK
BOOYASWHIU
BO12GY3AEX
BOOTSEVEIW
BOONWMRXUG
BOOOZDIONS
BOOKXDSSME
BO14IBTWEM
BO12GY3AEX
BOOKXDE5TW

+ B Al

1008 » $§ 5 0 DG Ve

cui -+ 2 + BISA B S belre e

" C

product_parent  product_title

111254068 FRIEQ Lightweight & Durable Dry Bag Backpack for Qutdoor Activities - Waterproof Bag Guaranteed - Perfect for |
570710306 Bolang Summit 45 Internal Frame Pack Hiking Daypack Outdoor Waterproof Travel Backpacks 8298 (Red, 45I)
590998213 Doleesune Backpacking Mountaineering Packs Cimbing Outdoor Hiking Daypacks 421 internal Frame Backpacks V
704308359 FRIEQ Lightweight & Durable Dry Bag Backpack for Outdoor Activities - Waterproof Bag Guaranteed - Perfect for |
607551963 Ultralight Waterproof Red Led Lens Headlamp Flashlight Mini - Book Reading Uights Headlamps for Outdoor: Cam
607551963 Ultralight Waterproof Red Led Lens Headlanp Flash| ) -

853568241 Homdox 221 Ultra Lghtweight Packable Travel Backj AmaZOﬂ S Re\/|e\/\/ AP|
S38522426 Wealers Emensency Shelter Tharmal Tent Survival Ct

Use NLP to parse out pain points and areas of opportunity

838924798 SKORCM Wat Dry Bag With Comfortable Padded Shoulder Straps. Beach, Kayak, Paddle Board, C
Lightwoight Dry Sack/Dry Bags -Fits Perfectly in Your Backpack -Keeps Gear Dry for Kayakin

Mountaineering Packs Oimbing Outdoor Miking Daypacks 421 internal Frame Backpacks V

100% Waterproof Backpack, Optional Size & Color & Form
Outdoor Sports Backpack - Camping Backpack - for Traveling and Hiking

Sheet? -

Positive -

Negative -

@BritneyMuller






OpenAl built a text generator so good,
it's considered too dangerous to
release

Zack Whittaker




Talk to Transformer

L RSOV EGETRDERESLE {0 updates and other der

Every year, 400+ marketers and top-rated speakers spend two days
sharing insights into content strategy, promotion, conversion and

analytics.




Completion

Every year, 400+ marketers and top-rated speakers spend two days sharing
insights into content strategy, promotion, conversion and analytics. And
every year, this panel, and other key events, are sold out. The next conference
is on July 31st with the latest info about registration and venue HERE .

You can also find the speakers, trainers, and other resources they will be
using on this blog .

A few key things I'm going to cover in this post:

1.  Whatis a good content strategy?

What are our goals for content?

2.
< B What are the tools we need to start?
MOZ
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3 Write With Transformer s O
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In 3 shocking $nding, sclentist discovered a heed of uricors IMng In 3 remcte, (s waveniiet 3 )
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Automate Meta Descriptions

in rt csv .
- searchwilderness.com/mozcon-2019

isport os

from sumy.parsers.htal (sport HtmlParser

from sumy.parsers.plaintext import PlaintextParser

from sumy.nlp.tokenizers isport Tokenizer

from sumy,.summarizers,sa import LsaSummarizer as Lsa

from sumy.sussarizers.lubn lesport LubnSussarizer s Luhn

from Sumy.susmarizers,text_rank isport TextRankSummarizer as TxtRank
from sumy.summarizers, lex_rank import LexRankSusmarizer as LexRank
from sumy.sSummarizers.sum_basic ismport SumBasicSummarizer as SumBasic
from sumy.sumsarizers.kl import KLSumsarizer as KL

from sumy.susmarizers.edmundson izport EdmundsonSusmarizer as Edesundson
from sumy.nlp.stemmers Lloport Stemmer

from sumy.utils import get_stop_words

Paul Shapiro

LANGUAGE = “english"
SENTENCES_COUNT = 1


https://searchwilderness.com/mozcon-2019/
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Automate visual content and iImage understanding




Video Generation

A
Guide LoSE i ¥

-
— Y

Search Engine
Optimization




Here's what you'll find in the quide



Automate Image Understanding

Vision API




Objects Labels Web Properties Safe Search

Screen Shot 2019-09-19 a1 12.01.06 PM png



Objects Labels Web Properties Safe Search

Screen Shot 2019-09-19 at 12.01.06 PM.png



ject LaDes gos Web fext Froportie salte Searct

ALL are Welcome!
You don't want to miss it/ g :
THE BEST CREW : , 0.5355
-~ " 0.35805
0.34755
0.3153
0.2009
0.1932

0.9

B
Seattle-SEOQ-Beers jpeg



Machine Learning 1s becoming more accessible &
will free us up to work on higner level strategy.




Natural Language APl demo

Try the API
Entities Sentiment Symax Categories
/Hobbies & Leisure /Pets & Animals/Pets/Reptiles & Amphiblans
Confidence Confidence:

@BritneyMuller
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Products Solutions Pricing Learn Partner Network  AWS Marketplace  Explore More Q

Amazon Transcribe Overview Pricing Resources FAQs Customers

Amazon Transcribe

Automatic speech recognition

Get Started with Amazon Transcribe




Armagan Amcalar v
@dashersw

Pz I'm super excited to share with you my newest
prototype: a real-time plain text editor . for podcasts

&1

%€ Cut out the parts you don't want, or
#* rearrange topics without any hassle.

(€. Waveforms are so 20th century! ¥

Edit your podcast as plain text.Q

Hove what you sad just about the Bact that when, peopie bullshit oniine, when they're sellng a product that's cloar that they
ot beleve in, £'s eventually going 50 bite you i the ass and eventually 's going to caich up with you. Yup. Uh, and that's
why you're here. integrity. I's s sormabody wiho i a0 nfluancer, if you hive & Wrge platfonms dude, your integrity i | think
much more fragie Than you realze and that all it takes. | mean there's a sad thing about that | think where we do not let
peopie rebound and recover from a mstake. RGN | think there are understandabie mstakes. There are some people that

ko bag stupd fuck Ups and then they, they, you know, miyte partne with & & Company o Maybe they make Te weorg

MOve and then £ pat CORMNSeS On themsehes. | think peopie Noed 3 way out of that



ML applications for SEO

Strategy

. Navigation via predictive
Analytics business & market insights | Emotion

Understanding customer's

Uncovering highest ROI keywords,
links & social platforms

| Amplification

Promoting content & engaging with
customers on highest ROI platforms.

needs & pain points

Crafting desired / helpful copy

Decreasing friction to optimize

customer satisfaction & conversions



We have only scratched the surface

—— log file analysis ———
: . parsing text into entities (ex. insurance forms) ' s
traffic predictions
— deeper user engagement insights
website audit insights
automatic website fixes
instant alerts on website errors + SERP flux _—
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Simple ML Framework

What would you like to solve for?

Do you have labeled data to help train a model?

f not, can you start to collect data to help solve for your problem?

Consider what data you currently have access to.



bit.ly/ml-framework

ML Problem Framing Worksheet

(Ths worksheet was Yansorbed from the onginal provided by Kshitl Gautam. )

Exercise 1: Start Clearly and Simply

Wite what you'd like the machine leamed model 1o do

Wo mand the machine lnamed modw fo...

uploaded now will becoma n the future,

Tips: Al this point, the statement can be quaktative, but make sure this caplures your
real goal, NOt an indrect goal

Exercise 2: Your ldeal OQutcome

Your ML moded is intended % produce some desrable outcome. What s this oulcome,
independent of the model Rse¥. Note that this outcome may be quite dfferent om how
yOou &ssass the model and its qualty



ALGORITHMMIA Probant Pruing Restnrdns » Fon m

Operationalize Your
Machine Learning Life Cycle




Competitions

Spooky Author Identification $25,000
Share code and discuss insights 1o identily harror suthors from their writings 1,244 teams
Passenger Screening Algorithm Challenge $1,500,000

Improve the sccuracy of the Department of Homeland Security’s threat recognition algorithems 518 teams
Faatured - fat : dotect




Getting Started

Search 'Harvard CS109' in GitHub
Learn Python in 10 Mins

Google Codel abs — Break things!!!

MNist --The "Hello World!" of Machine Learning
Colab Notebooks OR Jupyter Notebooks
Learn With Google Al

[mage-net.org

Kaggle
Monkeyl earn



https://www.stavros.io/tutorials/python/
https://codelabs.developers.google.com/
http://colab.research.google.com/
https://ai.google/education
http://image-net.org/
http://kaggle.com/

Top ML Books

Deep
Reinforcement
Learning
Hands-On

MACHINE LEARNING =

ADVANCES Prediction

FINANCIAL [[REMSSHINES
MACHINE REXIR(-)
LEARNING .

Deep
Learning
With Python
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Free ML Books: bit.ly/free-ml-books

(With a free Data Science Central account)

Statistics: New Foundations, Toolbox, and Machine Learning Recipes
Classification and Regression in a Weekend

Online Encyclopedia of Statistical Science

Azure Machine Learning in a Weekend

Enterprise Al - An Application Perspective

Applied Stochastic Processes


http://bit.ly/free-ml-books

Machine Learning Toolkkit for SEO (MLTS)

Repository for ideas resources, APIS, data, models, and data munging for testing ML theories useidd for SEO
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L) Repositories 1 " Paceages 4 People 8 " Teams I Projects
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MLTS , Top languages
Maching Learning Toolka for SEC ® Jupyter Notebook

@ Joyier Notebook 4 Apache-20 Y15 w6e Do N Upseted 2 minues age
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Python For Data Science Cheat Sheet
Python Basics
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Advanced Resources

Yearning Learning (free book preview by Andre Ng)
Neural Networks & Deep Learning

Correlation vs Causation (by Dr. Petel)

Exploring Word?2Vec

The Zipf Mystery

BigML

Targeting Broad Queries in Search

Project Mosaic Books

Algorithmia

LDA

Learn Python

Massive Open Online Courses
Coursera Machine Learning

RAY by Professors at UC Berkeley

How to eliminate bias in data driven marketing

TensorFlow Dev Summit 2018 [videos]
NLP Sentiment Analysis

Talk 2 Books

The Shallowness of Google Translate
TF-IDF

LS|



http://www.mlyearning.org/
http://neuralnetworksanddeeplearning.com/
https://d1avok0lzls2w.cloudfront.net/img_uploads/correlation-vs-causation-lg.gif
http://sujayskumar.blogspot.com/2017/03/exploring-word2vec_3.html
https://www.youtube.com/watch?v=fCn8zs912OE
http://bigml.com/
https://codeascraft.com/2015/07/29/targeting-broad-queries-in-search/
http://project-mosaic-books.com/
https://www.adweek.com/digital/how-to-eliminate-bias-in-data-driven-marketing/
https://www.tensorflow.org/dev-summit/
https://github.com/blasvicco/NLP-Sentiment-Analysis
https://books.google.com/talktobooks/
https://www.theatlantic.com/technology/archive/2018/01/the-shallowness-of-google-translate/551570/
https://www.tidytextmining.com/tfidf.html
http://wiki.c2.com/?LatentSemanticIndexing
http://blog.echen.me/2011/08/22/introduction-to-latent-dirichlet-allocation/
https://www.codecademy.com/learn/learn-python
http://escience.washington.edu/education/mooc/
https://www.coursera.org/learn/machine-learning?action=enroll

Aysun Akarsu

@aysunakarsu Follow

R%200akes ]

@jroakes Follows you

Allyson Ettinger .

@AllysonEttinger

Tyler Reardon

@TylerReardon Fol

Ruth

@rvtheverett

Follows

Andrea Volpini

@cyberandy

Follows

Alexis Sanders

@AlexisKSanders Follov

Hamlet ==

@hamletbatista Follo

jessthebp

@jessthebp Follows yg

Dawn Anderso

@dawnieando Follo

Kshitij éautam

@kshitij_gautam Follo

Grayson Parks
@ﬂG{'aySOHParkS Follov



ML for SEOs Takeaways:

1. ML can shorten the path between data €--> insights

2. An ML model is only as good as its training data
3. Consider the data you have & what you could do with it
4.YOU can create an ML model today

5. Diversity 1s paramount in ML moving forward.

0. ML will help us level up as an industry



The Data Science Team at Moz 1s iInnovating In this space

to make your journey from data to insights more efficient
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think differently



think differently




Thank you!

prediction: cowboy hat, ten-gallon hat

probability: 0.9708651900291443

éBritneyMuller
@ britneyémoz.com




